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Abstract

In recent months, large language models have undergone significant development
and have become one of the most popular topics in the field of artificial intelligence.
The training of language models consists of two well-defined phases: pretraining
and fine-tuning. During pretraining, a neural network (most commonly based on
the transformer architecture [6]) is trained on general language understanding. Af-
ter this phase, the model is further trained for task-specific knowledge through
fine-tuning. In the case of large language models, fine-tuning can be used to train
the model for conversational purposes or domain-specific knowledge. Although
fine-tuning requires fewer resources than pre-training, it still requires significant
hardware power when working with large language models. In traditional fine-
tuning, all the parameters of the pretrained model are updated – this is called
full-parameter fine-tuning. However, this approach is extremely resource inten-
sive. To address this, parameter-efficient methods have been developed [2, 4, 9],
among which one of the most popular is LoRA. LoRA improves training efficiency
in multiple ways; one key aspect is that it adapts a pre-trained weight matrix us-
ing a low-rank decomposition, which significantly reduces the number of trainable
parameters.

In our research, we compared full-parameter and LoRA fine-tuning on various
Hungarian large language models, specifically the PULI models. For both meth-
ods, we experimented with different sets of hyperparameters. The aim of this
study was to explore the potential of these fine-tuning approaches; therefore, we
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Table 1. Full-parameter and Lora results

HuCOLA HuCoPA HuRTE HuSST HuWNLI
(MCC) (MCC) (MCC) (ACC) (ACC)

PULI 3SX Full 59.5 3.7 44.7 79.7 51.5
Lora 59.0 5.3 55.5 79.3 58.2

PULI LlumiX Full 64.1 73.4 52.6 80.2 59.7
Lora 70.3 64.2 68.2 81.9 67.2

PULI-LlumiX-
Llama 3.1

Full 71.0 73.2 61.1 81.5 59.7
Lora 69.2 74.1 71.9 82.2 73.1

reported only the highest performance values achieved. Our experiments were con-
ducted on the monolingual PULI 3SX [8], as well as the two latest multilingual
PULI models: PULI LlumiX [7] and PULI-LlumiX-Llama-3.11. For evaluation, we
used five Hungarian HuLU benchmarks [3]: HuCOLA, HuCoPA, HuRTE, HuSST,
and HuWNLI. For the HuCOLA, HuRTE, HuSST, and HuWNLI benchmarks, we
trained the models using a sequence classification setup, while for HuCoPA, we
trained the models as a multiple-choice task.

To perform the fine-tuning experiments, we used the Hugging Face implementa-
tion for full-parameter tuning2. In these experiments, it was necessary to configure
both the Accelerate [1] and FSDP [10] methodologies; otherwise, training resulted
in out-of-memory errors, even when using four A100 GPUs (80GB each). Despite
using Accelerate and FSDP, full-parameter fine-tuning still required at least two
GPUs to run successfully.

For the LoRA experiments, we used the HuLU-evaluate library’s implementa-
tion [5]. For this task, a single GPU was sufficient. The following LoRA hyperpa-
rameters were used: r = 8, LoRA alpha = 32; LoRA dropout = 0.1. Since neither
the Hugging Face implementation3 of the GPT-NeoX nor the LLaMA models sup-
ports the multiple-choice task type, we implemented this functionality ourselves,
based on the HuLU-evaluate framework.

Table 1 presents the results of the full-parameter and LoRA fine-tuning experi-
ments. Similar to the findings in the original research [2], in many cases, the LoRA
method achieved higher performance. However, full-parameter tuning still shows
potential, achieving significantly better results in certain benchmarks (e.g., Hu-
COLA and HuCoPA). Overall, in most cases, LoRA achieved comparable or even
superior performance, while requiring substantially fewer computational resources.

1https://huggingface.co/NYTK/PULI-LlumiX-Llama-3.1
2https://github.com/huggingface/transformers/tree/main/examples/pytorch
3https://github.com/huggingface/transformers/tree/main/src/transformers/models
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